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RNN-SM: Fast Steganalysis of VoIP Streams
Using Recurrent Neural Network

Zinan Lin

Abstract— Quantization index modulation (QIM) steganog-
raphy makes it possible to hide secret information in
voice-over IP (VoIP) streams, which could be utilized by unau-
thorized entities to set up covert channels for malicious purposes.
Detecting short QIM steganography samples, as is required by
real circumstances, remains an unsolved challenge. In this paper,
we propose an effective online steganalysis method to detect
QIM steganography. We find four strong codeword correlation
patterns in VoIP streams, which will be distorted after embed-
ding with hidden data. To extract those correlation features,
we propose the codeword correlation model, which is based
on recurrent neural network (RNN). Furthermore, we propose
the feature classification model to classify those correlation
features into cover speech and stego speech categories. The whole
RNN-based steganalysis model (RNN-SM) is trained in a super-
vised learning framework. Experiments show that on full embed-
ding rate samples, RNN-SM is of high detection accuracy, which
remains over 90% even when the sample is as short as 0.1 s,
and is significantly higher than other state-of-the-art methods.
For the challenging task of conducting steganalysis towards low
embedding rate samples, RNN-SM also achieves a high accuracy.
The average testing time for each sample is below 0.15% of
sample length. These clues show that RNN-SM meets the short
sample detection demand and is a state-of-the-art algorithm for
online VoIP steganalysis.

Index Terms—Steganalysis, steganography, information hid-
ing, covert channel, recurrent neural network.

I. INTRODUCTION

TEGANOGRAPHY is the technique that hides secret
Sinformation into digital carriers in undetectable ways.
It can be used for setting up covert channels and sending
concealed information over the Internet between two parties
whose connection is being restricted or monitored. The car-
riers could be any kind of data streams transferred over the
Internet, such as images [1], texts [2], [3], and protocols [4].
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In recent years, Voice-over IP (VoIP) [5], a protocol for making
high quality calls via the Internet, facilitates the popularity
of a number of voice-based applications such as mobile
VoIP (mVoIP) and voice over instant messenger (VoIM), which
drives many researches on VoIP-based steganograpy [6]-[13].
Compared with traditional carriers, VoIP has many essential
advantages. Its massive payloads provide great information
hiding capacity and high covert bandwidth. Its instantaneity
enables real-time steganography. And its widespread popu-
larity makes it possible to be deployed in many different
scenes. Therefore, VoIP-based steganography turns out to be
a good option for secure communication. However, hackers,
terrorists, and other lawbreakers may use this technique for
malicious intents. For example, they can smuggle unauthorized
data or send virus control instructions without being detected
by network surveillance. Hence, it is important to develop
countermeasures to effectively detect steganography. And this
technique is called steganalysis.

There are two types of speech coders in VoIP scenarios:
waveform coders (e.g. G.711, G.726) and vocoders
(e.g. G.723, G.729, iLBC). Compared with waveform
coders which are based on quantization values of the
original speech signal, vocoders try to minimize the decoding
error by analysis-by-synthesis (AbS) framework and can
achieve high compression ratio while preserving superb voice
quality. Therefore, vocoders have been widely used in VoIP
applications and their related steganography techniques are
among research focuses. For example, based on quantization
index modulation (QIM) [14], researchers proposed algorithms
to embed secret information in vocoder streams by changing
the process of vector quantization of linear predictive
coding (LPC) [11], [12]. The resultant error is theoretically
bounded and experiments show that QIM based steganography
can achieve state-of-the-art results [11], [12]. In this paper,
we focus on detecting QIM based steganography.

The classic VoIP steganalysis scenario is shown
in Figure 1. Two suspect entities are communicating through
a VoIP channel (e.g. making a VoIP phone call). We set up a
traffic monitor on the router that the communication must go
through. The collected network packets are being assembled
into VoIP streams in real time. At the same time, we use
sliding window algorithm [15] with a window of length /
and step s to sample the latest segment, which is sent to the
pre-trained classifier to get the online detection results. The
online detection results are sent to the monitor for further
actions (e.g. reporting to administrators and cutting off the
connection).

1556-6013 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.


https://orcid.org/0000-0002-8421-2662

LIN et al.: RNN-SM: FAST STEGANALYSIS OF VoIP STREAMS USING RNN

]
Data Collection -
Computer Router Computer
Interception
Sampling by Audi Sliding Wind
Sliding Window - Udlo‘ ‘ cing Tin Ow‘ ‘
Algorithm <
Stego Speech
Classifier Trainin
Training e
> Cover Speech
Human-
Computer Detection Result Q
Interaction S
~ Monitor
Fig. 1. VoIP Steganalysis Scenario.

All the above steganalysis actions must be done in real
time for the following reasons. First, to minimize losses
from potential malicious actions, we need to cut off the
covert channel as soon as possible if it exists. The essential
step is to know whether there is steganography happening
and the detection delay determines how soon we can react.
Online detection is therefore a must. Second, because of the
popularity of VoIP applications, there are a large volume
of VoIP connections on the Internet. For each connection,
the size of the whole VoIP stream is unpredictable. Therefore,
it is impractical to cache the data streams and do offline
detection. When deploying online steganalyis, we can not only
react to malicious steganography more quickly, but also save
memory resources. To enable online detection, the time for
classifying sample of length / need to be shorter than step s.
Taking overheads into account, the time for classification must
be as short as possible. This is the first requirement for
VoIP steganalysis algorithms.

We should also notice that, to avoid being detected,
steganography applications do not embed secret data into
VoIP streams all the time. Instead, in many circumstances,
they only do information embedding in short periods and keep
inactive for most of the time. If the sample we extract for
classification is too long, it will be filled with a mixture of
embedding and non-embedding frames, which impairs detec-
tion accuracy. To achieve successful detection, the window
length / must be as short as possible. This poses the second
requirement for VoIP steganalysis that it must be able to detect
short samples. However, existing steganalysis methods towards
QIM based steganography [16], [17] cannot achieve effective
detection results when samples are short.

In this paper, we design a recurrent neural network (RNN)
based model for steganalysis tasks. The contributions of this
work are:

o« We conduct a detailed analysis of codeword correlation
in VoIP streams by summarizing correlations into four
categories and proposing a metric to evaluate their exis-
tence and importance, which provides helpful evidence
for steganalysis.

« To the best of our knowledge, we are the first to introduce
RNN into VoIP steganalysis task. Experiment results
verify the practicability of this mechanism and indicate
that RNN is a powerful alternative to traditional methods
when solving similar problems.
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o The detection accuracy of our proposed steganalysis
method is above 90% even if the sample is as short
as 0.1s, and its accuracy is significantly higher than
other state-of-the-art methods on short samples. In addi-
tion, the average detection time for each sample is
below 0.15% of the sample length. These features indicate
that our method can be effectively deployed for online
VoIP steganalysis.

The rest of the paper is structured as follows. In Section II,
we introduce some background knowledge. Related work
is introduced in Section III. In Section IV, our proposed
steganalysis method is presented. Experiments and discussions
are shown in Section V. Finally, we give the conclusion and
the future work in Section VI.

II. BACKGROUND

In this section, we introduce some preliminary knowledge
for our algorithm: QIM based steganography and LPC.

A. QIM Based Steganography

QIM was first proposed by Chen and Wornell [14].
It embeds data by changing the quantization process when
encoding a digital media such as image, text, audio, and video.

During the encoding process, there are many coefficients
that need to be quantized. In the normal procedure, for the
coefficient vector x, we will choose the closest vector from a
codebook D as its representative:

Q(x) = argmin [lx — y|| ey
yeD
QIM modifies this procedure. It first divides the codebook D
into sub-codebooks C = {Cy, C», ..., C,}, which satisfies

and

Vi # J,
Assume that the secret information we want to transfer is from
the set S = {s1,2,...,5,}. We further define an embedding
projection function f as a one-to-one mapping from S to C,
and f~! is its inverse function. When we want to quantize
coefficient vector x and hide secret information s; at the same

time, we just use the sub-codebook f(sx) instead of the whole
codebook D:

CiﬂCjZQ

Q'(x,5x) = arg min |[lx — y]| )
yef(si)

The receiver can recover the secret information by judging to

which sub-codebook the quantitative vector belongs:

R(y) = ffl(Ck) where y € Cy 3)

The core problem of QIM based steganography is the code-
book partitioning strategy. The simplest way is to divide the
codebook randomly. However, it will lead to large additional
quantization distortion. Xiao ef al. [11] proposed Complemen-
tary Neighbor Vertices (CNV) algorithm. It can guarantee that
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every codeword and its nearest neighbor be in different sub-
codebooks, so the additional quantization distortion can be
bounded.

In this paper, we will take CNV algorithm as our test
target, while our algorithm can be directly applied to other
QIM steganalysis algorithm.

B. Linear Predictive Coding

LPC [18] has been widely used to model speech signal, and
is the essential part of vocoders such as G.723 and G.729. It is
based on the physical process of speech signal generation.

Speech signal is generated by organs in respiratory tract.
The organs involved are lung, glottis, and vocal track. When
passing through glottis, the exhaled breath from lung would
turn to a periodic excitation signal. The excitation signal would
then go through vocal track. We can divide vocal track into
cascaded segments, whose functions can be modeled as one-
pole filters. Therefore, the function of vocal tracker can be
modeled as an all-pole filter, i.e. LPC filter:

1 1
A(z) 1 - 2?21 ajz™!
where a; is the i-th order coefficient of LPC filter. Because
speech signal has short-time stationarity, we can assume that
LPC coefficients a; would not change in short time. Therefore,
we can divide the speech into short frames and compute
the LPC coefficients respectively. Vocoders only encode the
deduced LPC coefficients and excitation signals to achieve
high compression ratio.

In LPC encoding, the LPC coefficients are first con-
verted into Line Spectrum Frequency (LSF) coefficients. And
the LSFs are encoded by vector quantization. Specifically,
G.729 and G.723 quantizes LSFs into three codewords /1, I>,
and /3 using codebooks Li, Ly, and L3 respectively.

QIM steganography could be performed while quantizing
LSFs [11]. Altered after QIM steganography, LSF quantization
vectors serve as clues for steganalysis. In this paper, we pro-
pose an algorithm to detect QIM steganography on LSFs.
Moreover, it is also possible to apply our algorithm on
steganography on other quantization processes such as pitch
period prediction [13], since pitch period prediction-based
steganography uses similar way to hide data (changing quan-
tization vectors).

H(z) = “)

III. RELATED WORK

There has been some effort in steganalysis of digital audio.
The most common way was to directly extract statistical
features from the audio and then conduct classification. Mel-
cepstrum was one of the statistical features that steganalysis
algorithms used [19], [20]. Liu et al [21] improved this
method by discovering that high-frequency components were
more effective for classification. The three papers above used
Support Vector Machine (SVM) classifier. Other statistical
features were also used. For example, Dittmann et al. [22]
combined features such as mean value, variance, LSB-ratio,
and histogram altogether to classify the audio. Avcibas [23]
used a series of audio quality measures such as signal-to-noise
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ratio (SNR) and log-likelihood ratio (LLR) to detect steganog-
raphy. These two papers used threshold classifier.

At the observation that marginal distortion decreases under
repeated embedding, Altun ef al. [24] watermarked the audio
sample for another two times and fed the additional distortion
into a neural network classifier. Similarly, Ru et al. [25]
discovered that the variations of statistical features such as
mean, variance, skewness, and kurtosis were different when
conducting steganography on stego object and cover object.
Therefore, they embedded random message on the audio
sample and put the increment of statistical features into kernel
SVM classifier [25]. Huang et al. [26] applied a second
steganography on compressed speech to estimate the embed-
ding rate.

Neural network models were also introduced into speech
steganalysis tasks. Paulin et al. [27] employed deep belief
networks to solve this problem. They calculated Mel Fre-
quency Cepstrum Coefficient (MFCC) and deep belief net-
works (DBN) served as a classifier. In another work,
Paulin ef al. [28] used Evolutionary Algorithms (EAs) to train
a Restricted Boltzmann Machines (RBMs), which classified
stego and cover speech. The input to RBMs was still MFCC
features. Rekik ef al. [29] first introduced Time Delay Neural
Networks (TDNN) to detect stego-speech. They extracted LSF
from the original audio and did the classification with TDNN.
Those methods were partly inspired by the good performance
of Artificial Neural Network (ANN) in other fields. However,
they all firstly extracted hand-crafted features and then used
ANN as classifier, which could not fully exploit ANN’s capa-
bility in feature extraction. Chen et al. [30] used Convolutional
Neural Network (CNN) to do steganalysis tasks, and raw audio
streams served as input.

The above speech steganalysis algorithms were universal.
They extracted features from the original audio streams and
therefore could be applied to almost all kinds of steganog-
raphy algorithms. The weakness was that their accuracies on
specific steganography were usually lower than other targeted
steganalysis algorithm, for example, steganalysis towards
QIM based steganography.

QIM steganography algorithms only modifies specific code-
words to achieve information hiding. Extracting only those
modified bits, instead of the whole audio stream, will cer-
tainly benefit the detection accuracy. The QIM steganalysis
algorithms [16], [17] utilized this intuition. Li et al. [17]
extracted the modified codewords into a data stream, and
used Markov chain to model the transition pattern between
successive codewords. Li et al. [16] further took the tran-
sition probability within a frame into consideration. Those
two steganalysis algorithms achieved state-of-the-art detection
results. However, in the codeword sequence, there were other
correlation relationships that those two methods did not con-
sider. The algorithm proposed in this paper has better ability
to model correlation patterns by utilizing RNN model and
achieves better results.

Since our proposed speech steganalysis methods involve
neural network models, we are also interested in image
steganalysis algorithms that use neural networks. Actually
there has been a long history of utilizing neural networks
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for image steganalysis. However, earlier works all used
hand-crafted features, and neural networks only served as
classifiers [31]—-[33], which could not make full use of the
power of neural networks. Qian et al. [34] first utilized
CNN for image steganalysis, and proposed a unified neural
network model for both feature extraction and classification.
Xu et al. [35] later proposed another CNN-based image
steganalysis model by incorporating more domain knowledge.
Chen et al. [36] extended this work from spatial domain to
JPEG domain. Ye et al. further proposed a new CNN-based
image steganalysis model with some novel ideas. They used
precomputed weights in the first layer for faster convergence,
introduced truncated linear unit (TLU) in the network, and
used selection channel in training. The proposed method
achieved state-of-the-art results.

IV. STEGANALYSIS USING RECURRENT
NEURAL NETWORK

For normal speech encoding, there exist strong correla-
tion patterns in codewords. The correlation patterns would
likely be weakened if original codewords are embedded with
hidden data. Correlation patterns are consequently regarded
as an indicator of steganography and could be extracted for
steganalysis. RNN is supposed to be capable of exploiting
codeword correlations, as its current output always takes a
reference of earlier input data.

Our solution for steganalysis is applying RNN to detecting
the disparities in codeword correlations. It takes the advantage
that RNN could not only show temporal behavior, but integrate
a variety of correlation patterns which are drawn from our
analysis (Section IV-A). We propose a Codeword Correla-
tion Model (CCM) to delineate correlations in codewords
(Section IV-B). We then put forward a Feature Classification
Model (FCM) for RNN to decide judge threshold of cover
speech and stego speech (Section IV-C). Finally, we suggest
how the two models above should be cascaded in order to
construct our RNN Based Steganalysis Model (RNN-SM)
(Section IV-D).

A. Codeword Correlation Analysis

First we clarify what codeword correlation is. We define x; ;
as the i-th codeword at frame j, where j € [1, T] and T is the
time duration. For G.729 and G.723, i € [1, 3], and the three
codewords are from codebook L, L», and L3 respectively.
When all codewords are uncorrelated, their appearances are
independent. Therefore, we have

P(x;j =u and x; =v) =P(x;; = u) - Plxx,; =v),
xVi,ke[l,3],j,le[l,T],ueLi,ve L
(5)

When the two sides of the equation are not equal, certain
correlation pattern exists. For example, when the left side
of the equation is of higher value than right, it means that
u and v are more likely to appear in pair in the given positions.
Otherwise, # and v are less likely to appear in pair in the given
positions. Larger imbalance of the two sides indicates stronger
correlation.

1857

playing the

I | |
Speech i »WM L %
\

T
>__< Cross Word
) Correlation

guitar

T

L

r

frame
LSF h ( — ]
X |, | Intra-Frame
Coding Correlation( — —
ly
[l N
feature  Successive Frame Cross Frame

Correlation Correlation

Fig. 2. Correlations Between Codewords.

However, given only one codeword sequence, we cannot
estimate the three involved possibility items. More observa-
tions are required so that we can accurately estimate those
items. One solution is to consider the possibilities for multiple
frame pairs where j and / have a fixed distance, instead
of taking j and / as fixed frames. Specifically, we need to
estimate the following three possibility items:

P(x;j = u and x¢; = D|Vl —j=0) (6)
P(xij =ulVl—j=06) =P =ulVj <T =05 (7
POy =o|¥l—j=06)=Pus=0vM=6+1) (8

We denote the possibility estimated from observations as P.
Thus, the following equation can be used to evaluate
correlation:

ls(x,-,j =u and x;; = v|Vl —j=0)
—P(xjj =ulVj < T —0) Plgy=v[VI=6+1)
)

The state-of-the-art steganalysis algorithms [16], [17] shared
the same pattern: extracting correlation features from the
codewords and then feeding the features to SVM classifiers.
Li et al. [17] modeled the sequence of codewords as a Markov
chain, and transition probability from one codeword to the one
that was the most likely to appear immediately behind was
selected as feature in this model. Li er al. [16] extended the
method by taking the transition probabilities between [y, I,
and /3 in one frame into consideration. And the features were
selected by principal component analysis (PCA).

These feature selection strategies had limitations. They
only considered the codeword connections in one frame and
between successive two frames. However, speech signals are
highly correlated in a long time interval. Current codeword
is not only determined by the previous codeword, but also
influenced by the codewords appeared long before. Figure 2
explains the four kinds of correlations between codewords:

o Successive frame correlation

Each codeword is computed on a short time frame (10ms
for G.729, 30ms for G.723), which is comparable to the
length of a phoneme in a word. The successive phonemes
in a word are correlated, so that the successive codewords
in the coding streams are correlated. We name this kind
of correlation as successive frame correlation. To model
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successive frame correlation, Li et al. [16], [17] used the
deduced features from transition probabilities between
P(x; j=u and x,',/=1)|Vlfj=l)
— for
P(xij=u|Vj<T-1)

any two codewords, i.e.

all i, u and o.

« Intra-frame correlation
In each frame, there are three codewords: [y, lp, and /3.
[1 and [, together compose the first five LSFs, while [;
and /3 together compose the last five LSFs. Therefore,
1, I, and I3 are also correlated within a frame. We name
the correlations between [y, [», and /3 as intra-frame
correlation. Li ef al. [16] used the transition probabilities
of Iy — b, I1 — I3, and [, — I3 to model intra-frame

P(x; j=u and xk,_,‘=v}‘v’j)

f’(xi’j:u’\fj)

for (i, k) in {(1,2), (1, 3), (2,3)}.

o Cross frame correlation
There are multiple phonemes in a word. Different words
have different phoneme transition patterns. Therefore,
current phoneme cannot be fully determined by the
previous phoneme. Instead, we should take all previous
appeared phonemes in this word into consideration. Cross
frame correlation means the correlations between non-
adjacent codewords in a word.

¢ Cross word correlation
Codeword streams are essentially generated from sen-
tences. It is known to all that words are highly correlated
with each other on the sentence level. Therefore, their
corresponding codewords are also correlated. In other
words, a codeword from a word is not only determined by
other codewords from the same word, but also determined
by codewords from other words in the whole context.
We name the correlation of codewords from different
words as cross word correlation.

correlation, i.e. for all u, v, and

The first two correlations explain the local features while
the last two correlations describe the global features.
Li et al. [16], [17] simplified the problem by only keeping
local features, i.e. successive frame correlation and intra-
frame correlation, and omitting global ones, i.e. cross frame
correlation and cross word correlation, which would harm the
detection accuracy to some extent.

In recent years, stimulated by big data, ANN was success-
fully used in many pattern recognition and artificial intelli-
gence tasks. It is composed of a network of neuron-like units.
At any time step, each non-input neuron computes its current
output as a nonlinear function of the weighted sum of the
activations of all units from which it receives inputs. Many
ANNSs, like CNN and multi-layer perceptron (MLP), are in
a feedforward structure, which means the output at a time
is only determined by its current input. RNN, on the other
hand, is able memorize the past inputs by an internal state in
the neuron as shown in Figure 3. The memory ability makes
RNN very suitable for modeling long time series like audio.
RNN has been widely and successfully used in many audio
related tasks, such as speech recognition [37], natural language
processing [38], phoneme classification [39], etc. But to the
best of our knowledge, RNN has never been used in audio
steganalysis tasks.
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Fig. 3. The Structure of RNN Unit.

Because RNN can generate outputs with not only the
information of the latest two frames, but also the information
of all past frames, it is possible for RNN to consider all
the four kinds of correlations at the same time. Long-Short
Term Memory (LSTM) [40] is a refined version of RNN. It is
capable of learning long-term dependencies in time series. This
feature suits our task well. We use it to model the correlations
of speech codewords. The model is further explained in the
next subsection.

B. Codeword Correlation Model

For simplicity, we first introduce some notations. Assume
M is a matrix and m; ; is its element. We define M; 4., as the
row vector composed by the elements at row i and column a
tob of M, ie.

M; op =mig, migy1,...,mip]l

and M.;,; as the column vector composed by the elements at

column i and row a to b of M, i.e.
M., — . . AT
ab,i = [ma,t, Mailyis---> mb,z]

and My.p .q as the matrix composed by the elements at row
a to b and column ¢ to d of M, i.e.

Ma:b,c:d = [Ma:b,c» Ma:b,c+1; cees Ma:b,d]

Assume V is a vector and v; is its elements. We define V.,
as the row vector composed by a-th to b-th elements of V,
ie.

Va:b - [0115 Ua"rl» R l)b]

We pack all codewords of a speech sample which has T
frames into a codeword matrix X as

X1,1  X1,2 X1,T
X=| x1 x22 X2, 7 (10)
X3,1 X3 X3,T

where xy;, x2,;, x3,; stand for [y, [, I3 coefficients of the
i-th frame respectively. For G.729 vocoder, x1 ;, x2,;, and x3 ;
are of 7 bits, 5 bits, and 5 bits respectively. For G.723 vocoder,
X1,i» x2,i, and x3; are all of 8 bits. Because steganography
only changes /1, /2, and I3, X contains the full information for
steganalysis. It is presented as the input of our CCM.

As stated before, LSTM has good ability to model time
series. We use LSTM to build our CCM. We denote the
transfer function of LSTM units by f. In other words, when the
input sequence is Q@ = [q1, g2, -- ., q:], the output sequence
R =[ri,r, ..., rs] satisfies

ri =f(Q14)

The whole structure of CCM is shown in Figure 4. CCM
contains two layers of LSTM units. The first layer has n
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Connection
Weight

Fig. 4. Codeword Correlation Model.

LSTM units and the second layer has np, LSTM units.
We name the set of LSTM units in the first layer as U; =
{ur,1,u1,2,...,u1,,,} and the set of LSTM units in the second
layer as Uy = {u2,1, 422, ..., U2.n,}.

Between input codewords and LSTM units in the first layer,
there are Input Weights (IW) which define how much we
should value each codeword. IW is presented in a 3 x n
matrix A:

a1 aip ain,
A=| a1 ax2 az n, (11)
az|  azp az,n,

For each LSTM unit u ;, there are three associated weights:
ai,i, az,;, and a3 ;, which will be multiplied to the three input
codewords respectively to formulate the final input value at
each time step. To be more specific, the input value for uj;
at time 7 is

1
e, =a1,iX1, +a2,ix2,r +0a3,ix3; (12)
We define E! as the matrix packing all el.lt together:
1 1 1
e € - e{,r
El = | €1 ©2 ér (13)
e el
ni,1 ny,2 ny,T
Then the output value of uy; at time ¢ is
1 1
0, = f(Ej,)
= f(ai1 X110 + ai2 X210 + ai3X3,1:4) (14)

And we define O' as the matrix gathering all first-layer
outputs from start to end, i.e.

1 1 1
0151 0152 OI,T
01 01 01
01 — 2,1 2,2 2,T (15)
1 1 1
0111,1 0111,2 Onl,T

At every time step, each unit will give a separate output based
on all codewords in the past. This first layer serves as the step
of extracting preliminary features Q.

Inspired by the common sense that a deeper network usu-
ally yields a better modeling ability, we stack the network
with another layer of LSTM units. Between the two layers
of LSTM units, there are Connection Weights (CW) which
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recompose preliminary features. CW is represented as an
ny] X np matrix B:

b1 bip bi,n,
B— by1 b b2, (16)

bnl,l bn1,2 bn1,n2
For each LSTM unit u;;, there are nj associated weights:
bi,i, baj,..., by, i, which will be multiplied to the outputs of

previous layer to form the final input. To be more specific,
the input value for uy; at time ¢ is

n
2 1 .
€ = 2 Oj,tbj,l
j=1

1 T
= Ol:nl,t Blinlai (17)
We define E? as the matrix packing all el.zt together:
2 2
€1 €lp enr
2 2
E2—| €1 ©2 e (18)
2 2 2
enz,l enz,z enz,T
Then the output of uy; at time ¢ is:
2 2
Oir = f(Ei,lct)T )
= f(Blznl,i 01:n1,1:z) (19)
The final output matrix Q>
2 2 2
07 1 0%2 0%]
0= %21 922 o7 (20)
2 2 2
Op 1l Oma o Opr

contains the final correlation features.

CCM has the potential of modeling all four types of
correlations for the following reasons. First, IW combines
l1, I, and I3 together into a value which is propagated
in the whole network. Different weights on [y, [, and [3
indirectly determine what combinations of /1, />, and /3 can
lead to the activation of LSTM units. Intra-frame correlation
is therefore taken into account. Second, with LSTM’s ability
of memorizing the past, every output is deduced from all past
codewords. The LSTM units in first layer can directly memo-
rize the original codewords. The LSTM units in the second can
further memorize more complicate past features by receiving
information from the first layer. Thus, CCM has strong ability
to model patterns over time. Successive frame correlation,
cross frame correlation, and cross word correlation are just
correlations on different time spans. Definitely they can be
modeled by CCM.

C. Feature Classification Model

We can use the features collected in Q2 to classify whether
the original speech has hidden data. A basic idea is to calculate
the linear combination of all features. To be more specific,
we define the Detection Weight (DW) as matrix C which is
of no x T size and the linear combination is calculated as

ny T
y=2.20}Ci;

i=1 j=I

21
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Fig. 5. Feature Classification Models. (a) Full Model. (b) Pruned Model.

To get normalized output between [0, 1], we put the value
through a sigmoid function S

1
S(x) = 1+4+e*
and the final output is
0° =S(y)
ny T
=S > 0},Ci) (22)
i=1 j=1

If we set the detection threshold at 0.5, the final detection
result can be expressed as

Stego Speech (03 > 0.5)

X (23)
Normal Speech (0” < 0.5)

Detection Result = [

In other words, the model tries to predict the label (0 for
normal, 1 for stego) for a given speech. In Section V-D, we will
further discuss how the threshold will influence the results.

We name this model as full FCM. The structure is shown
in Figure 5(a).

However, when the speech sequence is long, DW matrix will
grow large. The training and testing process of the model will
be slowed down as a result. In addition, too many coefficients
will raise the possibility of overfitting. Moreover, the size of
model is dependent on the length of input sequence and it will
severely limit the model’s practicability.

To solve these problems, we propose a pruned FCM model
as shown in Figure 5(b). Notice that the final outputs at the
end time 7' have already included all outputs at all time steps
from the first layer because of LSTM’s memorizing ability.
Therefore, it is fair to only use 012:n2,T for detection and
cast away all past outputs 012:n2,1:T71~ DW now shrinks to a
np-dimensional vector and the size of model is independent to
the length of input sequence.

To be more specific, we define DW as a vector C which
contains ny coefficients:

(24)

T
C: [Clacza"'acnz]
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Fig. 6. RNN Based Steganalysis Model. (a) Full Model. (b) Pruned Model.

The final output is
n2
0} =8O 0%rc)
i=1

T
= S(0%,,1 C) (25)
We will make a comparison of the full and the pruned model
in Section V-C.

D. RNN Based Steganalysis Model

The final RNN-SM is constructed by cascading CCM and
FCM together. Full RNN-SM and pruned RNN-SM are shown
in Figure 6(a) and Figure 6(b) respectively. At each time step,
we input the new [, [, and I3 coefficients to the network.
Starting from the left to the right, each LSTM unit upgrades
its internal state according to the current input and outputs
with a new value. For pruned RNN-SM, at the end of the
sequence, the outputs from the second layer of LSTM are
being forwarded to the final output node. For full RNN-SM, all
outputs from the second layer of LSTM are being forwarded to
the final output node. The output node gives the final detection
value which is between [0, 1]. The final detection result can
then be decided according to (23).

In RNN-SM, there are three sets of undetermined weights:
IW, CW, and DW, which are presented in matrix A, matrix B,
and matrix/vector C respectively. They need to be determined
before being used for steganalysis.

To determine the weights, we follow a supervised learning
framework as shown in Figure 7. First we collect a number
of normal speech samples which make up the cover speech
set. Each sample is further encoded with G.729 vocoder
with or without QIM steganography. And then LSF codewords
are extracted from the speech coding streams. For codeword
segments with secret information, we assign a label 1 to
them. For codeword segments without secret information,
we assign a label 0 to them. Those segments will be randomly
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Fig. 7. Steganalysis Framework.

grouped into mini-batches. Each mini-batches will be inputed
to RNN-SM whose weights are randomly initialized and the
deviations between RNN-SM’s outputs and true labels will
be back-propagated to optimize the weights using Adam
algorithm [41].

During the testing stage, the untested samples are being
processed by similar procedure: G.729 encoding, LSF coeffi-
cient extraction, and being inputed to RNN-SM. And the final
detection result is given according to (23).

Our implementation of RNN-SM can be found on
https://github.com/fjxmlzn/RNN-SM/, which is based on Keras
library.

V. EXPERIMENTS AND DISCUSSION

In this section, we do some experiments to show the high
accuracy and efficiency of RNN-SM.

As discussed in Section IV-C, pruned RNN-SM is more
efficient and has better usability than full RNN-SM.
In Section V-C, we compare their performance. In other
sections, RNN-SM stands for pruned RNN-SM.

In Section V-A, we introduce the dataset and the perfor-
mance evaluation metric we use. In Section V-B, we introduce
how we determine the model size parameters, i.e. n; and n».
In Section V-C, we compare the performance of full RNN-SM
and pruned RNN-SM. In Section V-D, we discuss how
the classification threshold will influence the results.
In Section V-E, we evaluate the importance of four kinds of
codeword correlations. In Section V-F, we present the accuracy
testing results of RNN-SM and compare it with other state-of-
the-art methods. In Section V-G, we test the time consuming
performance of RNN-SM and other state-of-the-art methods.

A. Dataset and Metrics

To the best of our knowledge, there is no public
steganography/steganalysis dataset available for our evalu-
ation. To test our algorithm, we need to construct our
own dataset, which includes a cover speech dataset and
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a stego speech dataset. We publish the speech dataset on
https://github.com/fjxmlzn/RNN-SM/.

We collected 41 hours of Chinese speech and 72 hours of
English speech in PCM format with 16 bits per sample from
the Internet. The speech samples are from different male and
female speakers. Those speech samples make up the cover
speech dataset.

For each sample in cover speech dataset, we embed ran-
dom 01 bit streams using CNV-QIM steganography proposed
in [11]. Embedding rate is defined as the ratio of the number
of embedded bits to the whole embedding capacity. Lower
embedding rate indicates fewer changes to the original data
streams, and therefore it is harder to detect low embedding rate
steganography. CNV-QIM is a 100% embedding algorithm and
it embeds data in every frame. To further test the ability of our
algorithm, we extend CNV-QIM by enabling low embedding
rate steganography. When conducting a% embedding rate
steganography, we embed each frame with a% probability.
We perform 10%, 20%,..., 100% embedding rate CNV-QIM
to each sample in cover speech dataset, and the generated
speech samples make up the stego speech dataset.

In addition to embedding rate, sample length is another
factor that influences detection accuracy. Usually when the
sample length decreases, the detection accuracy decreases.
However, as explained in Section I, steganalysis algorithm
should be able to detect short samples. Therefore, we test
the algorithms’ performance on detecting samples of different
lengths. We cut the samples in cover speech dataset and stego
speech dataset into 0.1s, 0.2s,..., 10s segements. Segments of
the same length are successive and nonoverlapped. Those seg-
ments make up the cover segment dataset and stego segment
dataset respectively.

For each test on RNN-SM, we pick up the positive and neg-
ative samples from stego segment dataset and cover segment
dataset according to the required language, embedding rate and
sample length. The ratio of the number of positive samples to
the number of negative samples is 1 to 1. We randomly pick
up four fifths of the samples as training set and the rest as
testing set.

In order to compare RNN-SM to other methods, we also
conduct tests on two state-of-the-art methods: IDC [17] and
SS-QCCN [16]. Those two methods are based on SVM.
SVM has quadratic time complexity. Therefore, it is imprac-
tical to utilize all samples in stego segment dataset and
cover segment dataset when evaluating IDC and SS-QCCN.
According to experimental settings in [16], for each test on
IDC and SS-QCCN, we randomly pick up 2000 samples
from stego segment dataset and 2000 samples from cover
segment dataset. Those 4000 samples form the training set.
In addition, we randomly pick up 1000 samples from stego
segment dataset and 1000 samples from cover segment dataset.
Those 2000 samples form the testing set.

We use three metrics to evaluate the performance. The first
metric we use is classification accuracy, which is defined as the
ratio of the number of samples that are correctly classified to
the total number of samples. The second metric we use is false
positive rate, which is defined as the ratio of cover segments
that are classified as stego segments. The third metric we use
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TABLE I

GRID SEARCH FOR MODEL SIZE (100% EMBEDDING
RATE, 0.1S CHINESE SAMPLES)

‘n2:25 ng =50 ng =75

Accuracy (%) 89.11 90.43 91.48
ny =25 Training time (s) 297472 2476.45 2637.33
Prediction time (s) | 255.79 35229 48043

Accuracy (%) 90.70 91.29 91.31
n1 =50  Training time (s) 2518.60 3251.67 3432.27
Prediction time (s) | 334.60 43256 594.89

Accuracy (%) 90.63 91.31 92.00
n1 =75  Training time (s) | 2587.19 3289.05 3444.77
Prediction time (s) | 445.75 600.52  644.80

is false negative rate, which is defined as the ratio of stego
segments that are classified as cover segments.

B. Determining Model Size

There are two parameters in RNN-SM that are not yet
determined: n; and n,, which are the numbers of RNN units in
the first layer and in the second layer. Generally, increasing the
number of RNN units will enhance network’s representation
ability. However, it may increase the possibility of overfitting
and slow down the training and testing process.

To determine how n; and ny will influence the accuracy,
training time, and prediction time, we enumerate n| and n» to
be 25, 50, 75, and test all 9 combinations on pruned RNN-SM.
The tests are done on all 0.1s 100% embedding rate Chinese
samples in cover segment dataset and stego segment dataset.
Specifically, the training set contains 1,243,240 stego seg-
ments and 1,243,240 cover segments. The testing set contains
310,810 stego segments and 310,810 cover segments. We run
each test for 30 epochs, and report: (1) the accuracy on
testing set, (2) the average training time for each epoch, and
(3) the total prediction time for all samples in training set
and testing set. The training process was done on a single
GeForce GTX 1080 GPU and the prediction process was
done on “Intel(R) Xeon(R) CPU E5-2683 v3 @ 2.00GHz”.
Table I shows the results.!

As we can see, when the model size increase from nl = 25
and n2 = 25 to nl = 50 and n2 = 50, the accuracy increases
from 89.11% to 92.00%, but the training time and prediction
time also increase. When nl = 50 and n2 = 50, the training
time and prediction time is reasonable, and the accuracy is
also satisfactory. In the following tests, we just empirically
set n1 = 50 and ny = 50. It should be noted that n; and ny
could be further tuned when one wants to get a better balance
between accuracy and time cost.

C. Comparing Pruned RNN-SM and Full RNN-SM

Following the same experiment settings as Section V-B
except for setting n1 = 50 and ny = 50, we test the accuracy
and efficiency of pruned RNN-SM and full RNN-SM. The
results are shown in Table II.

IThe results in Table I are based on an different run with the results
in Table III, so the accuracy for nl = 50 and n2 = 50 in Table I (91.29%) is
slightly different from the one in Table III (90.91%).
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TABLE 11
COMPARING FULL RNN-SM AND PRUNED RNN-SM

Full RNN-SM Pruned RNN-SM
Accuracy (%) 91.88 91.29
Training time (s) 3737.55 3251.67
Prediction time (s) 450.38 432.56

threshold=0.2
threshold=0.5

threshold=0.8

o
3]

True positive rate
N

© o o ©
S N w
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Fig. 8.  ROC curve of RNN-SM (Tested on 100% embedding rate, 0.1s
Chinese samples).

Compared with pruned RNN-SM, full RNN-SM’s accuracy
is slightly higher, but training time is significantly longer. The
training time is even longer than the largest model (n; =
ny = 75) in Table I. Considering the efficiency as well as
other benfits of pruned RNN-SM mentioned in Section IV-C,
we choose to use pruned RNN-SM in following tests.

D. Discussion of Classification Threshold

In (23), we define the detection threshold as 0.5. If the
output of FCM is larger than 0.5, we will classify the speech
as stego speech; otherwise, we will classify the speech as
normal speech. In fact, this threshold can be adjusted for a
desired balance between true positive rate and true negative
rate. We change the threshold and plot an example of ROC
curve in Figure 8. In this test case, when the threshold is 0.5,
the true positive rate and the true positive rate are very close.
If we want to decrease the false positive rate with some
sacrifice of true positive rate, we can increase the threshold.
RNN-SM provides a very easy way for users to adjust their
desired working point by simply changing the threshold. For
simplicity, we set threshold to be 0.5 in the following tests.

E. Codeword Correlation Testing

There are four kinds of codeword correlations discussed
in the paper: successive frame correlation, intra-frame cor-
relation, cross frame correlation, and cross word correlation.
To show the importance of them, we do some analyses.
We collect a G.729 coding stream with 180,000 frames and
evaluate the codeword correlations according to (9). We fix
u = 15 and enumerate reference codeword » from 0 to 31.
Other parameters are set as follows: (1) For successive frame
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Fig. 9. Evaluation of the Four Correlations. (a) Ranked Absolute Correlation
Values. (b) Ranked Absolute Correlation Change.

correlation, we set 6 = 1, i = 2, k = 2; (2) For
intra-frame correlation, we set 6 = 0, i = 2, k = 3;
(3) For cross frame correlation, we set 6 = 2,i = 2, k = 2;
(4) For cross word correlation, we set d = 100, i = 2, k = 2.
For each type of correlation, we take the absolute value of
the results and rank them in descending order. The result
is presented in Figure 9(a). Larger value indicates stronger
correlation. As the figure shows, in this example, successive
frame correlation is the strongest one. Intra-frame correlation
and cross frame correlation are tying with each other. Cross
word correlation is the weakest one.

To further evaluate how the four kinds of correlations
would change after embedded with hidden data, we embed
the speech coding stream with hidden data (100% embedding
rate) and rank the absolute value of correlation change for all v
from O to 31 in descending order, as shown in Figure 9(b).
The correlation with larger change is a better indication for
steganalysis. As the figure shows, the importance of the
four correlations in this example can be roughly ranked as:
successive frame correlation > cross frame correlation > intra-
frame correlation > cross word correlation.

The method proposed in [17] only considered successive
frame correlation. The method proposed in [16] only consid-
ered successive frame correlation and intra-frame correlation.
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Fig. 10. RNN-SM'’s Detection Accuracy of 100% Embedding Rate Samples
at Different Lengths.

Cross frame correlation and cross word correlation were omit-
ted in those two methods. However, in the example we present,
cross frame correlation is more important than intra-frame
correlation. Moreover, even though cross word correlation is
the weakest, it can still provide classification clues. RNN-SM
has the potential to consider all four correlations at the same
time, and therefore it is more likely for RNN-SM to have
better results.

F. Accuracy Testing

In this section, we test and compare RNN-SM’s accu-
racy with other state-of-the-art methods: IDC [17] and
SS-QCCN [16]. For each embedding rate, sample length, and
language, we train a separate model for all three algorithms.
The code of RMM-SM and our implementations of IDC
and SS-QCCN can be found on https://github.com/fjxmlzn/
RNN-SM/.

1) Influence of Sample Length: Detection of short steganog-
raphy samples is challenging. To test the performance of our
RNN-SM algorithm towards different sizes of samples, we fix
the embedding rate at 100%. As for sample length, we first
test 10 samples whose lengths are equally spaced in the range
of 0.1s to 1s. We then increase step size to 1s and test another
5 samples, which lie between 2s and 6s. English and Chinese
speech are tested separately. The result is shown in Table III
and Figure 10.

As we see, when the sample length increases, the accuracy
also increases. This phenomenon is easy to explain. Longer
sequence provides more observations on codeword correla-
tions, which can therefore be modeled more accurately. Thus,
the difference between the codeword correlation patterns of
stego speech and cover speech is more distinct, leading to
easier classification.

Moreover, when the sample length is small, increasing
sample length significantly benefits the accuracy. As the
sample length increases, the benefit of increasing sample
length diminishes. When the sample length is longer than 2s,
accuracy starts to stabilize at around 99%. This observation
indicates that the sample length as short as 2s is totally enough
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TABLE III
DETECTION ACCURACY OF 100% EMBEDDING RATE SAMPLES UNDER DIFFERENT LENGTHS
. Sample Length (s)
Method  Language  Metric | ) 5 o3 04 05 06 07 08 09 1 2 3 4 5 6
Acc (%) | 85.40 88.00 88.50 89.25 90.10 91.45 91.40 9240 9295 93.70 96.20 96.95 97.15 97.65 97.15
English FP (%) | 1460 1140 1070 11.60 890 8.00 830 860 7.60 6.10 3.10 200 220 130 1.60
IDC FN (%) | 1460 12.60 1230 990 1090 9.10 890 6.60 650 650 450 410 350 340 4.10
Acc (%) | 86.80 88.65 90.20 90.50 91.20 92.25 93.10 9425 9470 94.05 96.80 97.20 98.15 97.75 97.95
Chinese FP (%) |13.60 1140 940 930 99 780 670 670 6.10 7.10 3.80 220 140 2.00 1.40
FN (%) | 12.80 11.30 1020 9.70 7.70 7.70 7.10 480 450 480 260 340 230 250 270
Acc (%) | 82.00 88.85 92.15 95.00 9570 96.15 96.25 9690 96.90 98.00 98.80 99.00 98.80 98.50 98.95
English FP (%) 800 890 580 460 420 29 370 180 1.70 0.60 0.00 0.00 0.00 0.00 0.00
$S-QCCN FN (%) | 28.00 1340 990 540 440 480 380 440 450 340 240 200 240 3.00 2.10
Acc (%) | 81.20 90.05 93.75 9525 96.50 97.45 97.60 9830 98.10 98.50 99.70 99.65 99.80 99.70 99.45
Chinese FP (%) 9.50 830 7.10 480 340 190 270 180 140 090 000 0.00 0.00 0.00 0.00
FN (%) |28.10 11.60 540 470 3.60 320 210 160 240 210 060 070 040 0.60 1.10
Acc (%) | 90.40 9550 97.38 97.81 98.16 98.23 98.38 98.48 98.49 98.54 98.88 98.87 98.83 98.86 98.81
English FP (%) 816 372 142 130 081 093 074 049 039 049 0.09 0.13 031 0.10 0.22
RNN-SM FN (%) | 11.05 529 383 3.10 287 261 250 255 262 242 215 213 202 218 216
Acc (%) 19091 9591 97.03 97.72 98.09 98.12 98.51 98.69 99.06 98.86 99.63 99.40 99.31 99.24 99.50
Chinese FP (%) |10.02 466 246 177 157 176 1.06 1.04 085 081 0.17 053 036 0.16 0.54
FN (%) 816 353 348 280 224 201 191 159 104 147 057 068 1.02 135 047
for RNN-SM in full embedding scenario. We should also 1
notice that even when the sample is of only 0.1s (10 frames), 0.98l
the detection accuracy is above 90%, which is an accept-
able accuracy for steganalysis task. These clues indicate that 0.96¢
RNN-SM can effectively detect both short samples and long 0.94
samples. . . . . 5092
We also notice that the accuracies of English and Chinese @
. 3 0.9r
speech are very close. Although the accuracy of Chinese §
speech starts to be a little higher than that of English speech 0.88r
when the sample length is greater than 0.8s, the accuracy 0.86|-
difference is still smaller than 1%. This means that the char- 0.4l
acteristic difference between two languages has little effect in ——RNN-SM
full embedding situations. 082 DERSA
And we can see that the accuracy on Chinese speech does 0.8 05 1 15 2
not increase consistently with sample length. There are some Sample length (s)
peaks in the results (e.g. at 0.9s). This may due to the variance
Fig. 11.  Comparison on Detection Accuracy of 100% Embedding Rate

resulted from the randomness during training (e.g. randomly
initialized neural network parameters, random mini-batch).

We also compare the results with IDC and SS-QCCN. Full
results are shown in Table III. As you can see, when sample
length is longer than 2s, all three methods almost converge to
their own saturation accuracy. SS-QCCN and RNN-SM have
similar saturation accuracy, which is slightly higher than IDC’s
saturation accuracy. However, when sample length is shorter
than 2s, their accuracies are very different. To further compare
their performance on short samples, we draw their accuracy
on sample length between 0.1s and 2s in Figure 11 (Chinese)
and Figure 12 (English). Obviously, RNN-SM outperforms
other two methods on short samples. This phenomenon is
easy to explain. SS-QCCN and IDC are based on intra-
frame correlation and successive frame correlation. When the
sample is short, information from those two correlations is
limited. RNN-SM has the potential of exploiting correlations
between frames of longer distance. Therefore, it can detect
short samples better.

2) Influence of Embedding Rate: To avoid being easily
detected, steganography algorithms often adopt low embed-
ding rate strategy, which poses a challenge to steganalysis.

Chinese Samples at Different Lengths.

In this test, we fix the sample length at 10s, and change
embedding rate from 10% to 100% with step size of 10%.
English and Chinese speech are tested separately. The result
on RNN-SM is shown in Table IV and Figure 13.

As the figure shows, when the embedding rate is low,
the accuracy increases remarkably with the increase of embed-
ding rate. When the embedding rate is above 30%, the detec-
tion accuracies of English speech samples and Chinese speech
samples are both above 90%.

We also notice that, when the embedding rate is low,
the accuracy of English speech samples is higher than that
of Chinese speech samples. However, when the embedding
rate is high, the accuracies of two languanges are close. This
phenomenon may be explained by the different characteristics
of the two languages. English is composed by 20 vowels and
28 consonants. However, in Chinese, there are 412 kinds of
syllables. The diversity makes correlation model for Chinese
language more complicated and therefore it is more difficult
to detect steganography in Chinese speech, especially when
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TABLE IV
DETECTION ACCURACY OF 10S SAMPLES UNDER DIFFERENT EMBEDDING RATE

. Embedding Rate (%)
Method  Language  Metric 10 20 30 40 50 60 70 80 90 100
Acc (%) | 51.60 5855 63.65 7150 7625 83.50 8725 91.60 9555 97.20
English  FP (%) | 51.50 4470 39.60 31.10 2830 19.60 1410 9.00 450 240
DC EN (%) | 4530 3820 33.10 2590 1920 1340 1140 7.80 440  3.20
Acc (%) | 5275 3925 6555 7140 7850 8260 89.05 93.60 9605 98.05
Chinese  FP (%) | 4730 4520 39.80 34.10 2640 2120 13.00 800 550  2.10
FN (%) | 4720 3630 29.10 23.10 1660 13.60 870 480 240 180
Acc (%) | 5440 7545 9245 9735 99.15 99.60 100.00 100.00 99.95 9930
English  FP (%) | 5550 3230 10.80 410 120 060 000 000 000  0.00
$5-QCCN FN (%) | 3570 1680 430 120 050 020 000 000 010  1.40
Acc (%) | 5735 75.00 92.00 9825 9950 99.85 100.00 99.95 99.90 99.75
Chinese  FP (%) | 4550 29.60 12.10 300 090 020 000 010 000  0.00
FN (%) | 39.80 2040 390 050 010 010 000 000 020  0.50
Acc (%) | 59.64 92.44 9456 9690 9776 9877 9924 9971 99.79 93.78
English  FP (%) | 3807 9.8 573 395 198 212 084 031 029 004
RNNLSM FN (%) | 4264 594 516 224 250 034 068 027 013 239
Acc (%) | 55.14 7419 90.12 9524 9805 9825 99.09 9951 99.76 99.55
Chinese  FP (%) | 71.18 3327 1071 697 207 159 022 052 006 026
EN (%) | 1987 1866 905 260 183 191 161 045 043 066
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Fig. 12.  Comparison on Detection Accuracy of 100% Embedding Rate

English Samples at Different Lengths.

embedding rate is low. When the embedding rate increases,
the detection difficulty decreases and impact resulted from lan-
guage characteristics goes down. Therefore, the two accuracy
curves both converge to the same high level.

We also compare the results with IDC and SS-QCCN.
Full results are shown in Table IV. Results on Chinese and
English are plotted in Figure 14 and Figure 15 respectively.
For Chinese speech, RNN-SM and SS-QCCN have very close
accuracy, which is much better than IDC’s accuracy. For
English speech, when embedding rate is smaller than 30%,
RNN-SM has better accuracy than SS-QCCN. When embed-
ding rate is greater than 40%, RNN-SM and SS-QCCN have
close accuracy, which is still better than IDC’s accuracy.
These results indicate that compared with other state-of-the-art
methods, RNN-SM can provide competitive accuracy in low
embedding rate samples.

3) Simultaneous Influence of Sample Length and Embedding
Rate: To further evaluate how sample length and embedding

Accuracy

—e—English speech
—e— Chinese speech

100

0'51 0 20 30 40 50 60 70 80 90

Embedding rate (%)

Fig. 13. RNN-SM’s Detection Accuracy of 10s Samples at Different
Embedding Rates.

rate would influence the detection accuracy, we test a set of
samples with multiple lengths and multiple embedding rates.
Specifically, we test with 3 different sample lengths, which are
0.5s, 2s, and 6s, respectively; and with 5 embedding rates from
20% to 100%, increasing by 20%. Our experimental goal is to
determine detection accuracy of all 15 combinations. English
and Chinese speech are tested separately. The results are listed
in Table V.

We first look at results of RNN-SM. We plotted its results
in Figure 16. As the figure shows, the accuracy plane is
in a convex shape: decreasing in embedding rate or sample
length will result in more detection errors, and the impact
is bigger when embedding rate and sample length are small.
When the sample is longer than 2s and the embedding rate is
higher than 40%, the accuracies of Chinese speech and English
speech are both above 90%.

We also notice that, the accuracy of English speech is
slightly higher than that of Chinese speech at most of the
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Fig. 14. Comparison on Detection Accuracy of 10s Chinese Samples at
Different Embedding Rate.
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Fig. 15. Comparison on Detection Accuracy of 10s English Samples at
Different Embedding Rate.

points. This observation accords with what we discovered in
the previous test and can be explained in the same way.
Now let’s compare the results with IDC and SS-QCCN.
As Table V shows, RNN-SM outperforms other two methods
in all 0.5s tasks, most of the 2s tasks and half of the 6s tasks.
For all tasks that RNN-SM does not have the best accuracy,
the results of RNN-SM are actually very close to the best
results. Again, these results show that RNN-SM can effectively
detect samples of various lengths and various embedding rates.

G. Efficiency Testing

a) Testing time: To enable online steganalysis, the time
for testing each sample must be as short as possible. We collect
the average detecting time for samples of 0.1s and 0.5s and
samples whose lengths lie between Is and 10s with a step
of 1s. This experiment is conducted on a computer whose
CPU is “Intel(R) Xeon(R) CPU E5-2683 v3 @ 2.00GHz”.

Figure 17 shows the testing time of RNN-SM. As the
figure shows, the testing time approximately increases linearly
with respect to the sample length, and is below 0.15% of
sample length. This result demonstrates that RNN-SM is
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TABLE V

DETECTION ACCURACY UNDER DIFFERENT SAMPLE
LENGTHS AND DIFFERENT EMBEDDING RATES

iz;n.' Lang. Method Metric 20 E?(l))eddmégORateé(‘)% ) 100
Acc (%) | 60.05 69.20 78.30 86.80 90.10

IDC FP (%) |34.40 30.80 2330 13.10 8.90

FN (%) |45.50 30.80 20.10 13.30 10.90

Ss. Acc (%) | 60.95 75.15 87.30 92.75 95.70

English QCCN FP (%) | 41.10 2490 12.60 6.40 4.20
FN (%) | 37.00 24.80 12.80 8.10 4.40

RNN.  Acc (%) [73.49 8798 95.67 97.84 98.16

SM FP (%) |27.58 10.68 430 166 0.1

0.5s FN (%) | 2544 1335 437 265 2.87
Acc (%) | 58.30 71.30 80.80 85.75 91.20

IDC FP (%) |38.80 26.80 19.30 13.40 9.90

FN (%) | 44.60 30.60 19.10 15.10 7.70

Ss. Acc (%) | 59.60 75.65 86.20 93.05 96.50
Chinese QCCN FP (%) |44.40 2200 1690 6.00 3.40
FN (%) | 36.40 26.70 10.70 7.90 3.60

RNN.  Acc (%) 7275 8575 9278 96.84 98.09

SM FP (%) | 2598 1442 694 3.5 157

FN (%) |28.51 14.09 7.51 3.17 224

Acc (%) | 67.85 81.75 88.95 9450 96.20

IDC FP (%) |30.40 1840 10.90 5.90 3.10

FN (%) |33.90 18.10 1120 5.10 4.50

ss. Acc (%) | 65.75 88.10 96.70 98.75 98.80

English QCCN FP (%) |37.80 1120 290 040 0.00
FN (%) |30.70 12.60 3.70 2.10 2.40

RNN. | Acc (%) 864279639 9897 99.79 9888

SM FP (%) | 1254 504 085 0.17 0.09

25 FN (%) | 14.62 220 121 025 215
Acc (%) | 6430 81.65 88.70 9420 96.80

IDC FP (%) |33.90 2020 1250 5.40 3.80

EN (%) | 37.50 16.50 10.10 620 2.60

_ sS. Acc (%) | 65.50 87.75 97.70 99.10 99.70
Chinese QCCN FP (%) |34.10 1330 1.30 0.50 0.00
FN (%) |34.90 1120 3.30 130 0.60

RNN.  Acc (%) 8273 9458 9852 99.49 99.63

SM FP (%) | 1475 473 1.87 046 0.17

FN (%) | 19.78 6.12 1.08 0.56 0.57

Acc (%) | 61.70 72,70 85.75 94.70 97.15

IDC FP (%) |37.90 32.10 1690 6.70 1.60

FN (%) | 38.70 22.50 11.60 3.90 4.10

. ss. Acc (%) | 73.95 95.00 98.90 99.80 98.95
English QCCN FP (%) [29.00 7.10 1.70 0.00 0.00
FN (%) |23.10 290 0.50 040 2.10

RNN.  Acc (%) 8883 98587 99.08° 0923 O88I

SM FP (%) | 1042 199 088 086 022

65 FN (%) | 11.93 0.85 097 068 2.16
Acc (%) | 6240 7520 85.15 95.20 97.95

IDC FP (%) | 4220 27.90 1690 7.10 1.40

EN (%) |33.00 21.70 12.80 2.50 2.70

Ss. Acc (%) | 71.75 97.00 99.55 99.90 99.45
Chinese QCCN FP (%) |33.50 4.00 050 0.10 0.00
FN (%) |23.00 2.00 040 0.10 1.10

RNN.  Acc (%) |87.30 9545 9826 99.12° 99.50

SM FP (%) | 13.81 426 211 086 054

FN (%) | 11.60 4.84 136 091 0.47

highly efficient and has no problem being deployed in online
steganalysis tasks.

We also compare the testing time with IDC and SS-QCCN.
The results are shown in Table VI. Because SS-QCCN com-
putes a high dimensional feature vector and needs to perform
PCA reduction, its overhead is distinctly higher than the other
two methods.

b) Training time: SS-QCCN and IDC depends on SVM
algorithm, which has quadratic time complexity during train-
ing, whereas RNN-SM’s training time is linear with respect
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TABLE VI
TESTING TIME COMPARISON

Average testing time over

Method sample length (%)
IDC 0.79
$S-QCCN 1.86
RNN-SM 0.14

to the number of training samples. Therefore, RNN-SM has
the ability to scale up to large dataset whereas the other two
methods do not. In practice, we can generate large training
dataset, and usually large training dataset can cover more data
modes and improve classifier’s generalization capability.

VI. CONCLUSION AND FUTURE WORK

In this paper, we design a novel VoIP steganalysis algorithm
called RNN-SM which can effectively detect QIM steganogra-
phy in VoIP streams. Compared with previous state-of-the-art
algorithms, our method has higher accuracy for short sample
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steganography detection and achieves accuracy above 90%
even when the sample is of 0.1s. The average testing time for
each sample is only 0.15% of sample length. These features
demonstrate that RNN-SM is a state-of-the-art algorithm for
short sample detection problem and can be effectively used
for online VoIP steganalysis. Moreover, we are the first to
introduce RNN into VoIP steganalyis field and our work shows
its practicability.

In the future, we will further excavate the advantages
of RNN and work on tasks that are temporarily unsolved
with traditional steganalysis method, such as predicting the
positions of embedding bits.
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